**Componentes del computador.**

**Memoria.**

La memoria en las computadoras es el conjunto de recursos que almacenan instrucciones y datos para que la CPU y otros dispositivos los puedan procesar. Desde el punto de vista del diseño de sistemas, la memoria no trabaja por si sola ya que esta incluye niveles con distintas latencias, anchos de banda y persistencia (registros, caché L1/L2/L3, memoria principal DRAM y almacenamiento secundario). Entender los niveles y sus características es importante para optimizar software y hardware, porque muchas optimizaciones de rendimiento resultan de ajustar la localidad de datos a la jerarquía de memoria. [1]

Los tipos de memoria usados en computadores se diferencian por capacidad, velocidad y persistencia. En la cima de todo están los registros que son los más rápidos y de menor capacidad, la caché que funciona en microsegundos o nanosegundos de latencia; en el medio está la memoria interna (RAM/DRAM) con mayor capacidad y mayor latencia; al final está la memoria externa (SSD, HDD, almacenamiento en red) que ofrece mucha capacidad y persistencia pero con latencias y anchos de banda peores. Además, aparecen tecnologías emergentes (NVM, PCM, ReRAM) y técnicas near-memory / processing-in-memory (PIM) que buscan reducir el coste de mover datos entre niveles. [2]

La jerarquía de memoria organiza esos niveles por latencia y capacidad para mejorar la velocidad de acceso, los niveles superiores (caché) ejecutan datos rápidamente y filtran solicitudes hacia niveles más lentos solo cuando es necesario. Modelos analíticos y de colas han demostrado cómo el número de niveles y sus parámetros (latencias, tasas de aciertos/fallos, ancho de banda compartido) afectan la respuesta del sistema y las variaciones en el servicio, esto es especialmente crítico en arquitecturas multicore donde la memoria es compartida y los efectos de contención aumentan la variabilidad del tiempo de respuesta. [3]

**Memoria Caché, Interna y Externa.**

La memoria caché tiene funciones y mecanismos específicos: mantener copias de bloques de memoria más utilizados, reducir latencia efectiva y disminuir la presión sobre la RAM/almacenamiento. Las políticas de reemplazo (LRU, LFU, políticas híbridas) y las estrategias de coherencia en caches compartidas influyen fuertemente en la tasa de aciertos y en su rendimiento. Trabajos recientes proponen caches in-memory con privación dinámica que cambian los tiempos de ejecución para minimizar la tasa de fallos, mostrando mejoras reales en entornos de almacenamiento y sistemas distribuidos. [4]

Al comparar memoria interna (RAM) y memoria externa (almacenamiento secundario) destacan diferencias funcionales: la RAM es volátil, optimizada para acceso aleatorio rápido y altas tasas de transferencia en acceso a datos activos; el almacenamiento externo es no volátil y está optimizado para capacidad y coste por cada byte. Sin embargo, nuevas arquitecturas de almacenamiento computacional y de memoria cercana estrechan la distancia entre ambos, moviendo parte del procesamiento hacia el almacenamiento o acercándose a la memoria para reducir movimiento de datos y mejorar latencias o consumo energético en aplicaciones intensivas en datos. [5]

La importancia de la caché en el rendimiento se cuantifica con métricas como las tasas de acierto y tiempo de acceso efectivo (EAT). Modelos y simuladores muestran que pequeñas mejoras en tasa de aciertos o en la política de reemplazo pueden dar reducciones significativas del tiempo promedio de acceso y carga sobre la RAM y el almacenamiento, especialmente en cargas concurrentes (multicore, DNNs). Por eso, la co-diseño de software (localidad de datos, optimizaciones de acceso) y hardware (tamaños de línea, niveles de caché, ancho de banda) es una práctica recurrente para mejorar el rendimiento y la latencia. [6]

Las tendencias emergentes modifican el panorama, ya sea en el procesamiento en memoria (PIM), computación en memoria y dispositivos con capacidades especiales integradas proponen reducir la transferencia de datos entre CPU y memoria, mejorar la eficiencia energética y aumentar el rendimiento para tareas específicas (p. ej. inferencia de redes neuronales u operaciones de reducción en grandes volúmenes de datos). Investigaciones en materiales y dispositivos (ferroeléctricos, memoria no volátil) y revisiones de arquitecturas PIM señalan tanto prometedoras ganancias de rendimiento como retos (programabilidad, coherencia, herramientas de verificación). [7]

Para investigación y medición práctica, los trabajos de conferencias sobre sistemas de memoria (actas MEMSYS) y artículos recientes sobre caches y dispositivos de almacenamiento computacional recomiendan usar simuladores detallados (modelado de canales, ranks, banks), benchmarks orientados a memoria y experimentos controlados con métricas de latencia, rendimiento y perfiles de localidad. Además, los estudios de revisión sistemática sobre computational storage recomiendan definir claramente el caso de uso y medir tanto el impacto en latencia como en consumo energético y coste por operación. [8]
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